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ABSTRACT: 

 Co-occurrences technique discovers high matched images from large web database image  

data. In current or traditional search engine submit the text query. Text query relevant images are 

displayed here. Some other re-ranking techniques also we use to retrieve the relevant images. 

These all techniques are not display high matched images. These images are not efficient. Users 

can not satisfy with current search engines results.  

 That’s why in this paper we can design web search system using co-occurrence 

technique. This technique calculates match features information in each and every image. Finally 

it does provide the result as a high matched percentage images. Users are satisfied with high 

matched relevant images. These are high quality matched images. It can gives high performance 

result images information.  

KEYWORDS: large scale web data images, text query, matched percentage, image re-ranking, 

co-occurrence technique. 

I.INTRODUCTION  

 Most of web search engines use the 

keywords as a query. Search engine provide 

the result images based on keyword text.  

Text queries do not provide the accurate or 

desirable images information. This is not 

efficient information retrieval search 

concept. Results images contain some of 

irrelevant.  
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 Previously many techniques are 

design to control the irrelevant images. 

Those techniques are signature, text, 

similarity metric and visual features. These 

all techniques are not control all irrelevant 

images.  

 In this paper we are design the co-

occurrences technique. Its control low 

matched relevant images. Its discover 

images based on high text matched terms. 

Finally search engine can provide high 

matched efficiency images to users.      

II.RELATED WORK: 

 Recent years many possibilities of 

computations are implemented on visual 

features. Computations started on visual 

features derive the relevance of images.  

Users can submit the different visual 

features queries, automatically display 

different relevance images. In relevance 

images two categories of images are 

available. Those categories are low 

relevance and high relevance visual features 

images. Using weights scheme control 

irrelevant images content. Remaining 

images are classified into different 

categories. Our images it may chance to 

categorized in the form of wrong also.  Find 

out specific pattern images features using 

propagation methods. Any we can increase 

the semantic space features.  

 Without any relevance feedback 

directly extract the similar top-k images for 

submitted query. Top-k images extraction 

possible with the help of similarity metric. 

Similarity metric based images are not 

reliable. These are not semantic images.  

 Next we deliver re-ranked web 

images based on text search only without 

consideration of visual similarities. Now in 

this approach we can consider the relevance 

and visual similarities images from text 

based search. User submits the query display 

relevant relevance and visual similarities 

images information. Users are not satisfied. 

Again learn the user behavior enter modified 

keywords query. Search images are display 

as a refinement manner. These refinement 

images also are not accurate.  

 Improve the accuracy of images 

retrieval possible using image signatures. 
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Image signature contains specific attributes. 

Those specific attributes are  

1. Concept based features  

2. Attributes,  

3. Reference classes.  

Categorize the images based on label 

wise.  Label wise images are display as 

semantic images information. In semantic 

images classes we are not check the 

similarity measurement.  

 Check the similarity values 

measurement in each and every class 

images. Compare the different classes’ 

visual similarity values information. In all 

classes identify the one the best high 

intensity class images information. Finally 

we discover the high relevant images 

information as an output.  

 

Fig1: Different approaches relevant images 

information 

III.PROBLEM STATEMENT 

  Enter query keyword extract 

the relevant images. In relevant images 

apply the semantic signatures.  Remove the 

images which are not matching the semantic 

signatures. Finally we identify the semantic 

space of images information. Calculate the 

each and every image visual features and 

assign the ranking. After assign the ranking 

users are use the ranked images information. 

Automatically ranking is update then next 

display re-ranking images information. In 

this paper we can improve the images 
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extraction accuracy in other dimensions.  

Here we can introduce the incremental 

learning operations. In relevant images 

observe the text and visual features co-

occurrences values. Using co-occurrences 

concept discovers the most useful images 

compare to re-ranking image concept. 

IV.PROPOSED SYSTEM 

 Design new Re-Ranking framework 

using text and visual features for high 

quality images extraction with good 

accuracy. Here we can expand the query. All 

users submitted queries we can store into a 

log. Update the query log based on time 

interval. In this framework we can use the 

co-occurrences concept similarity operation 

in between text and visual features. It’s 

produces the high quality and meaningful 

images list.   This approach we can call as 

an incremental learning. Compare to web 

image re-ranking our current approach 

increases the matching efficiency.   

 

Fig2: Enhanced co-occurrences technique 

Architecture 

Architecture contains different number of 

steps. Those steps are  

1. Construction of image repository 

2. Discovery of reference classes of 

images 

3. Observation co-occurrences 

features in text and image  

4. Discovery of high matched 

efficiency images 

 Construction of image repository:  

 User submits the query we provide 

the images to all users. Collect all users 
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submitted queries information. All collected 

queries information we can consider as a 

repository.  

Discovery of reference classes of images: 

 We provide the relevant images 

information to the user. Now we can 

generate the reference classes information.  

Consider the number of keywords generate 

reference classes images. This procedure we 

can call as a keyword expansion procedure.  

Using keyword expansion procedure we can 

discover more relevant images information.   

Observation of co-occurrences features in 

text and image:  

 Start the verification of text and 

visual images features information. Count 

the co-occurrences features of information 

in each and every image using TF-IDF 

(Term Frequency – Inverse Document 

Frequency). After calculating occurrences 

information place threshold to control less 

low matched images features. Finally 

discover the high matched image features 

information.  

Discovery of high matched efficiency 

images:  

 After observation of percentage 

matched images finally extract high matched 

efficiency images. These high percentage 

matched efficiency images we can send to 

the users.  

V.TF-IDF ALGORITHM: 

 

VI.RESULTS 

Collection of different images create image 

repository. Enter the keyword as query. Web 

search engine design with co-occurrence 

technique. Its can provide high matched 

efficiency result images.  
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Fig3: performance graph 

VII.CONCLUSION AND FUTURE 

WORK 

 Previous framework which is we 

design for web search image retrieval are 

failure to provide high matched percentage 

images. In this paper we design the new 

framework with co-occurrence technique. Its 

provide high matched efficiency images 

information as a output. 

 In future some other new techniques 

we can integrate design of new frameworks. 

These frameworks provide enhanced high 

matched efficiency results.  
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